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## Simple Hypothesis Testing: Decentralized

- Let $p$ and $q$ be two known distributions over $\{1, \ldots, k\}$

Problem (Decentralized Simple Hypothesis Testing):
Input: modified samples from either p or q
Output: whether they came from p or q

- : captures communication and/or privacy


How do we perform decentralized hypothesis testing?
[Tsi93] J. Tsitsiklis. Decentralized Detection. 1993
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## Questions:

1. (Statistical) How much does sample complexity change?
$n_{\text {original }}^{*}$ vs. $n_{\text {constraints }}^{*}$
2. (Computational) How to find (near)-optimal channels fast?
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## Warmup: Scheffe's Test (Popular but Sub-optimal)

- Scheffe's Test
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Needs only $1 / \alpha$ samples
Is this quadratic blowup necessary?
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Theorem [PJL22] (Statistical cost of communication constraints) For $\ell \geq 2$,

$$
n_{\mathrm{comm}}^{*}(\ell) \precsim n^{*}\left(1+\frac{\log n^{*}}{\ell}\right)
$$

Moreover, there exist cases where this is tight.

- The sample complexity increases by at most a logarithmic factor
- "Effective" domain size is $\log n^{*}$
- Also holds under additional constraints: robustness, privacy,...
- Closely related to preserving mutual information under quantization
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[PAJL23]: Existing lower bound is tight for Bernoulli distributions

What about general distributions?
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Theorem[PAJL23] There is an efficient algorithm with nearly-matching upper bounds for all distributions.
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Are there efficient algorithms that adapt to the given instance?
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- $\epsilon \ll 1$ : Well-understood
- $\epsilon \gg 1$ : No existing polynomial-time algorithm
- Naïve algorithm would be $2^{k^{2}}$
- [KOV14] gave an exponential-time algorithm

Can we efficiently find the (near)-optimal channel?
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Theorem[PAJL23] Given any two distributions $p$ and $q$ on $[k]$ and $\epsilon$, there is a linear-time algorithm to find an $\epsilon$-LDP channel whose sample complexity is near-optimal for $\boldsymbol{p}, \boldsymbol{q}$, and $\boldsymbol{\epsilon}$.

- The channel uses only an output domain of size 2 (single bit)
- Extends to other privacy notions: approximate DP, Renyi-DP, zero-concentrated DP
- Can be generalized to have a smooth tradeoff:
- A poly $\ell_{\ell}\left(k^{\ell^{2}}\right)$-time algorithm to an $\ell$-output channel with sample complexity

$$
n_{\text {priv }}^{*}(\epsilon) \cdot\left(1+\frac{\log n_{\text {priv }}^{*}(\epsilon)}{\ell}\right)
$$
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## Recall: maximizing a convex objective is usually hard!

Theorem[PAJL23] There is a poly $\ell_{\ell}\left(k^{\ell^{2}}\right)$-time algorithm to find the optimum.
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- Need to understand $\max _{\mathbb{T}: \in-\mathrm{LDP}} d_{h}^{2}(\mathbb{T} p, \mathbb{T} q)$
- Data processing inequality implies $d_{h}^{2}(\mathbb{T} p, \mathbb{T} q)$ is smaller than $d_{h}^{2}(p, q)$
- Privacy requires adding noise, which results in much smaller $d_{h}^{2}(\mathbb{T} p, \mathbb{T} q)$
- Leads to "Strong data processing inequality"
- Analyzing the maximum requires knowing the optimal $\mathbb{T}$
- Non-trivial in general but the binary setting is much easier (randomized-response)

Proposition [PAJL23] If $p$ and $q$ are Bernoulli distributions and $\epsilon \gg 1$, then $\max _{r: \epsilon-\mathrm{LDP}} d_{h}^{2}(\mathbb{T} p, \mathbb{T} q)=\min \left(e^{\epsilon} d_{\mathrm{TV}}^{2}(p, q), d_{h}^{2}(p, q)\right)$

- The decrease (or the contraction) depends also on the total variation distance
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- First, a binary deterministic channel $\mathbb{T}^{\prime}$
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- Since the performance of randomized-response depends both on both $d_{\mathrm{TV}}$ and $d_{h}^{2}$
- $\mathbb{T}^{\prime}$ must try to preserve both $d_{\mathrm{TV}}$ and $d_{h}^{2}$
- Unfortunately, both can not be preserved always (see example)

$$
\mathrm{p}=\left(\begin{array}{c}
0.5 \\
0.5 \\
0
\end{array}\right) \quad \mathrm{q}=\left(\begin{array}{c}
0.5-\alpha-\gamma \\
0.5-\alpha+\gamma \\
2 \alpha
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- If $\mathbb{T}^{\prime}$ preserves Hellinger divergence, then the total variation decreases, and vice versa
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Can we further reduce the search space in the first step?
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